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Abstract 
Machine learning algorithms have been shown to be capable of diagnosing cancer, Alzheimer’s 

disease and even selecting treatment options. However, the majority of machine learning systems   

implemented in the healthcare setting tend to be based on the supervised machine learning 

paradigm. These systems tend to rely on previously collected data annotated by medical 

personnel from specific populations. This leads to ‘learnt’ machine learning models that lack 

generalizability. In other words, the machine’s predictions are not as accurate for certain 

populations and can disagree with recommendations of medical experts who did not annotate 

the data used to train these models. With each human-decided aspect of building supervised 

machine learning models, human bias is introduced into the machine’s decision-making. This 

human bias is the source of numerous ethical concerns. In this article, we describe and discuss 

three challenges to generalizability which affect real world deployment of machine learning 

systems in clinical practice. First, there is bias which occurs due to the characteristics of the 

population from which data was collected. Second, the bias which occurs due to the prejudice of 

the expert annotator involved. And third, the bias by the timing of when A.I. processes start 

training themselves. We also discuss the future implications of these biases. More importantly, 

we describe how responsible data sharing can help mitigate the effects of these biases – and allow 

for the development of novel algorithms which may be able to train in an unbiased manner. We 

discuss environmental and regulatory hurdles which hinder the sharing of data in medicine – and 

discuss possible updates to current regulations that may enable ethical data sharing for machine 

learning. With these updates in mind, we also discuss emerging algorithmic frameworks being 

used to create medical machine learning systems, which can eventually learn to be free from 

population- and expert-induced bias. These models can then truly be deployed to clinics 

worldwide, making medicine both cheaper and more accessible for the world at large. 
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Artificial Intelligence, a term increasingly congruent with 

machine learning – has a wide variety of applications in 

medicine (Rigby 2019). Machine learning may be defined as the 

set of algorithms which can ‘learn’ from data to perform a 

diagnosis or render a treatment decision - as opposed to being 

explicitly programmed to do so. This has led to the  

development of systems which can diagnose Alzheimer’s 

disease (Gaonkar & Davitzikos, 2013; Gaonkar, Davatzikos et 

al., 2015), which can delineate tumors on images (Bakas et al., 

2016), compute natural history efficiently (Gaonkar et al., 2019; 

Attiah et al., 2019) predict recurrence of cancer (Maczyszyn et 

al, 2015) and personalize medical treatment (Davenport & 

Kalakota, 2019). Most of these applications in healthcare stem 

from the supervised learning paradigm – wherein the machine 

learns from a suitably large set of data annotated by human 

experts (Sotiras et al., 2016).  

 

For example, one of the most common applications of artificial 

intelligence in healthcare involves the application of supervised 

machine learning as a tool to predict which treatment protocols 

will succeed based on patient attributes as captured using patient 

data (Davenport & Kalakota, 2019). Operationalizing such an 

application requires that we first find a suitable approach to 

capture information pertaining to the patient in a mathematical 

form – this process is often called feature extraction (Sotiras et 

al., 2016; Guyon, 2006). With recent developments in deep 

neural networks (LeCun, Bengio et al., 2015), some of the 

feature extraction processes have been automated in narrow 

domain-specific settings like computer vision (Soh, 2016) or 

natural language processing (Boag, Wacome et al., 2015). 

However, manual feature extraction is valuable when translating 

real-world scenarios into machine-interpretable ones – such as 

the process of recording patient notesthrough an encounter or 

when interpretability of the extracted features is desired, as in 

cases of medical treatment decision support and selection. 

Features extracted by this process are used to train machine 

learning algorithms to carry out narrowly defined tasks.  

 

Despite the enormous investments made and progress achieved, 

machine learning algorithms have failed to achieve translatability 

from the laboratory to the clinic. A factor in the delayed 

deployment of these algorithms is the work that still needs to be 

done to create a maximally generalizable machine. One 

challenge to generalizability is algorithmic bias. That said,     

machines are not inherently unethical. It is when humans 

impose their own views and opinions, whether consciously or 

not, upon a machine that the resultant model can incorporate 

these human decisions in the tasks asked of them. Therefore, 

ethical considerations of artificial intelligence, mainly supervised 

machine learning, stem from the human decision making within 

the workflow of creating a model. There are several places in 

which human input and design can transfer human bias to the 

model. One of these places where many different types of bias 

may be taught to a model is in and surrounding the training data 

collection process. Three types of bias to address related to 

training data and the resulting machine generalizability are 

sample bias, annotator bias, and temporal bias. For each of these 

types of bias, there are both technical and ethical aspects that 

must be remedied to avoid creating models that amplify these 

biases. We describe these biases in detail in the next section. 

 

Biases in Training Machine Learning Models 

Sample Bias 
While machine learning (ML) has been touted as a more 

objective method of aiding diagnosis and treatment in the 

medical arena, the objectivity of ML models - especially the 
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supervised learning models - is limited by the objectivity of the 

training data. With the rapid increase in the popularity of ML 

and efforts to deploy ML models for clinical use, it is necessary 

to critically evaluate the data used for training these models to 

ensure that these algorithms are not learning biases from the 

training datasets. An algorithm becomes unethical to use when 

implemented in situations for which it was not appropriately 

trained but is expected to output reliable predictions. In general, 

a model can be considered biased if used in a setting that was 

not reflected by the data on which it was trained. Predictions 

made by this ML model are unreliable because the model has 

not been trained on similar enough data previously, and thus has 

not ‘learned’ accurate predictions for these cases. It is possible 

that this same model could be ethically implemented in another 

population that has a similar distribution to the population of 

the training data. When the cause of the model’s bias is due to 

differences in training and test dataset population distributions, 

this is termed sample bias. Whether a model is used in an ethical 

way can be defined by the extent that the distribution of the 

chosen training data mirrors that of the target population. 

 

When training models for use in a clinical setting, oftentimes the 

source of the data are the electronic health records (EHR). This 

source of data can be problematic if some of the data are not 

available or are metadata since machine learning models will 

learn minute patterns that may arise in these data inconsistencies 

and anomalies (Gianfrancesco, Tamang et al., 2018). If there are 

patterns within the training data set from which the machine 

learns, the resulting model could recognize these incorrect 

patterns within real-world data and output erroneous 

predictions (Cabitza, Rasoini et al., 2017). It is possible that the 

model could also fail to identify other patterns in the real-world 

data if the training data’s distribution differs enough from that 

of the population for which it is used. 

Because inconsistencies and inaccuracies are a reality when 

using EHR to gather data, depending solely on one indication 

- like a particular diagnostic code or test result - for even well-

defined health outcomes (e.g. hypertension) does not always 

lead to accurate classifications (Wong, Horwitz, et al., 2018). 

Two proposed solutions to allow incomplete EHR data to 

train more predictive models are to include more features in 

the training data and to use multiple data types to identify a 

single target (Wong, Horwitz et al., 2018). Including more 

features is particularly useful when the relationship between 

the target and the variables is intricate. An example of the 

utility of this approach is evident when the same treatment is 

utilized for multiple ailments (Wong, Horwitz et al., 2018; 

Brown, Haines et al., 2015). Researchers often include 

information like medication use, procedures, demographics, 

and sometimes genomic factors, in addition to the standard 

diagnostic marker features in algorithms (Wong, Horwitz et 

al., 2018; Wei, Texeira et al., 2016; Shivade et al., 2014). 

 

The second proposed tactic to make incomplete EHR data 

more useful - using multiple data types to teach an algorithm 

to predict one target - creates the opportunity for 

classification of this target variable from multiple types of 

inputs. Having multiple data types contribute to classification 

of the target variable can act as a way to lessen the impact that 

one of these features being omitted or misrepresented in the 

EHR might have on the model’s performance. Some of these 

data types, like unstructured data, are difficult to extract in a 

form useful for training algorithms. Machine learning is 

particularly valuable in this data pre-processing step. 

Unstructured data like images and free text were estimated to 

make up 80% of the patient data in EHR systems, and these 

formats are not easily queried in an automated way (Wong, 

Horwitz et al., 2018; Murdoch & Detsky, 2013). 
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This unstructured data requires manual human work to find and 

arrange it in a way that can be used in the algorithm training 

process (Ford, Carroll et al., 2016; Araujo et al., 2017). This can 

be time-consuming and labor-intensive, which can mean that 

preparing adequate amounts of this data for training may be 

cost-prohibitive. Since this means that the amount of training 

data would be smaller than if the data collection could be 

automated, the chances of this smaller amount of data having a 

distribution that differs from that of the general population is 

greater. This has a greater probability of resulting in a more 

biased and less generalizable ML model. The more data that is 

used to train the model, the greater the model’s predictive 

accuracy, and the more ethical the resulting ML model (Halevy, 

Norvig et al., 2009). 

 

Another threat to generalizability due to sample bias is that 

vulnerable populations, such as those from lower 

socioeconomic statuses, are more likely to have incomplete 

EHR data in any given health care system. This means that 

models trained using this EHR data are not representative of 

and cannot be ethically used for patients from these vulnerable 

populations (Gianfrancesco, Tamang et al., 2018; Arpey, 

Gaglioti et al., 2017). This would render the models trained 

using a single EHR system’s data non-generalizable, with the 

possibility of inaccurate and/or biased predictions when tested 

with data from another population (e.g. a different facility’s 

EHR system). A proposed remedy for this - and to create more 

generalizable algorithms at a single institution - was to train with 

more external data that represent more diverse populations 

(Gianfrancesco, Tamang et al., 2018). There are also people who 

do not seek healthcare, so no data exists for models to be trained 

to be inclusive and representative of the populations that these 

individuals belong to.  A model’s performance evaluated from 

an ethical standpoint necessitates clear definitions of the  

model’s intended use, a commitment to its deployment in 

only this specified way and setting, and appropriate training 

with representative data. If the data used to train the model is 

too differently distributed than the population for which the 

model will be used within, then the algorithm’s performance 

is jeopardized and untrustworthy. In an A.I. enabled world, 

data shared by one individual might benefit another, and the 

lack of such sharing may impede another individual from 

getting the best possible care. This leads to a central ethical 

question of whether data sharing should be mandated to 

ensure best possible care for all, or if A.I.-enabled healthcare 

should be available only to those communities for which 

adequate data are available to train the required models. 

Annotator Bias 
When two different physicians see the same patient with the 

same symptoms, they may treat the patient with slightly 

different drugs. A machine learning algorithm trained on the 

first physician may also ‘learn’ to treat the patient like the first 

physician. Conversely, if the algorithm was trained by the 

second physician it will treat accordingly. Thus, the 

algorithmic models suffer from annotator bias. It is important 

to distinguish this from sample bias, which occurs due to bias 

in picking samples for training. One of the motivations for 

integrating machine learning algorithms into healthcare 

workflows is objectivity in diagnoses and treatment decisions. 

However, because annotator bias creates objective 

algorithms, using supervised machine learning becomes a 

challenge. Since algorithmic outputs of supervised learning 

models are completely dependent on what the model has 

learned from the training data, human-annotated training data 

can create a biased model.  Annotator bias is often expressed 

due to Automation bias, the human inclination to 

indiscriminately accept outputs of the algorithm, which can 
 



Ethical Issues Arising due to Bias in Training A.I. Algorithms in Healthcare and Data Sharing 5 

AI Ethics Journal 
   

lead to incorrect decision making (Bond et al., 2018; Goddard, 

Roudsari et al., 2012, Parasuraman, Molloy et al., 1993). Any 

errors made by the original data annotators of machine learning 

algorithms could be propagated if human oversight over 

algorithmic decisions is not maintained. 

Temporal Bias  
A third type of bias which is infrequently discussed in 

machine learning literature is temporal bias. Algorithms, 

especially modern deep learning algorithms, are effectively 

immortal learning machines. A human physician may train for 

ten years – practice for 40 years and pass on some of what they 

have learned to the next generation of physicians. Eventually, 

the human physician will die – and nuanced information about 

their practice will die with them. A machine learning algorithm, 

on the other hand, is effectively immortal. A machine algorithm 

with access to enormous processing power and memory 

capacity can continue to ‘learn’ over multiple generations of 

humans. Thus, a healthcare system belonging to a community 

which deploys a machine learning algorithm earlier will be able 

to: 

• Train A.I. technologies for a longer period of time. 

• Train A.I. technologies that are able to utilize multi-

generational information to inform diagnosis and 

treatment intervention. 

• Collect data for a longer period of time. 

This in turn means that such societies will confer a ‘healthcare’ 

advantage to their constituents.  Consider the case of two 

hypothetical societies: Atlantis - which has machine learning 

models trained to use geolocation, movement frequency, and 

facial image data to recognize individuals with symptoms 

associated with a viral respiratory infection - and Baltia, which 

lacks such technology or tracking. In this case, Atlantis is able 

able to effectively track individuals carrying the virus and ask 

such individuals to self-isolate, thus controlling the 

spread.  Baltia, on the other hand, has to start building the 

necessary A.I. infrastructure while being saddled with an 

epidemic. Atlantis is likely to emerge from the epidemic in less 

time and with less damage than Baltia. This difference is not 

because of a difference in technological capability between the 

two societies, but rather because Baltia implemented the same 

A.I. much later than Atlantis. This is an example of temporal 

bias. 
 

Temporal bias may also be considered in the context of an 

algorithm which continues to run for multiple generations of 

humans. Recall that an algorithm can continue to collect data 

and train on such data over multiple generations of humans, 

unlike a human physician who will eventually die along with 

their knowledge of treating a particular community. Since an 

algorithm is only limited by computational memory and 

processing power, a community, which starts collecting data and 

training algorithms a few generations prior to another, has a 

tremendous advantage. This type of temporal bias is illustrated 

in the example of A.I. algorithms using genetic information for 

making medical decisions. This advantage will most likely be 

applicable to future generations of a community, for whom data 

pertaining to their ancestry has already been digested by the 

algorithm.  Going back to our hypothetical example, suppose 

that Atlantis collected genetic data and trained algorithms for 

multiple generations and Baltia did not. The trained algorithm 

will be able to make more accurate decisions for an individual 

from Atlantis, based on the particular genetic history of the 

individual. Since historical genetic data is simply not available 

for individuals in Baltia, they will be disadvantaged - even if at 

some future point Atlantis shares their algorithm and their data.  
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Effects of Bias and Data Sharing as a 

Potential Solution 

Sample Bias 

We will continue utilizing our hypothetical societies, Atlantis 

and Baltia. The individuals in Atlantis share medical data with 

A.I. developers who train algorithms that aid in or deliver 

healthcare to members of Atlantis. Now, if these developments 

improve healthcare delivery in Atlantis, agents from Baltia may 

attempt to import and implement the A.I. models used in 

Atlantis. This approach may not yield the expected advantages 

in Baltia due to sample bias stemming from differences between 

Atlantis’ training data and Baltia’s algorithmic input data. 

Furthermore, if the population characteristics of Baltia diverge 

significantly from Atlantis, such importation may even lead to 

adverse effects for the healthcare system in Baltia. In an 

alternative scenario, if medical data were shared and used by 

both societies - assuming no violation of privacy - the initial 

models trained may be able to ethically serve both societies since 

both would be represented in the training data. Depending on 

the algorithms used, sharing data could be mutually beneficial 

for Atlantis and Baltia. 

Annotation Bias  
A.I.-based medicine will most likely be deployed on a wide scale 

in several large healthcare systems in the future. Such A.I. may 

be initially trained using data generated by a small set of 

annotators. The accuracy of such annotations will ultimately 

drive the accuracy of the A.I. solution being implemented, and 

using a small set of annotators would inevitably lead to 

annotation bias in the trained models. A potential solution 

would be crowdsourcing annotation. Crowdsourcing, which 

evolved as a method of obtaining data quickly and cheaply, in  

theory can have the additional benefit of involving a larger 

and more diverse set of annotators. This diversity can 

contribute to the wisdom of crowds effect of aggregating imperfect 

judgments to create a collective intelligence (Surowiecki, 2004). 

Beyond utilizing wisdom of crowds as a passive byproduct of 

crowdsourcing, it has been proposed that computational 

methods be implemented in ways that intentionally incorporate 

the requirements for wisdom of crowds (diversity, independence, 

decentralization, and aggregation) in order to develop more 

representative, fair, and ethical training data generation (Lease, 

2011; Mason, Vaughan et al., 2014). Ideally, crowdsourcing with 

data quality curation could blunt the effect of annotator bias in 

training clinically useful machine learning models. Note that 

crowdsourcing by definition requires widespread data sharing – 

thus making data sharing central to the future development of 

medical A.I. decision making systems. 
Temporal bias  

A.I. algorithms are sensitive to initialization, the amount of data 

on which training is performed, and the time used to train on 

that data. In general, the more time used for training, the better 

trained the algorithm - even if the same data was used for 

training (Goodfellow, Bengio et al., 2016). Furthermore, the 

longer that a community collects data, the larger the volume of 

data that is collected and annotated. Returning to the 

hypothetical Atlantis and Baltia, if Atlantis started training the 

algorithm and collecting data prior to Baltia, there would be an 

advantage to Atlantis. This type of bias may be partially resolved 

if Atlantis shares the numerical parameters of a trained 

algorithm and data it has collected over time with Baltia. 

However, the effects of this type of bias cannot be completely 

mitigated by data sharing. For example (as stated before), a 

machine learning algorithm which uses multi-generational 

genetic data to deliver personalized treatments in Atlantis may 

not be able to be as effective in Baltia – which has only just  

started collecting genetic data. 
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   Current Hurdles to Data Sharing 
HIPAA 

The Health Insurance Portability and Accountability Act 

(HIPAA) of 1996 is an American legislation that pertains to the 

protection of sensitive patient information. HIPAA levies stiff 

penalties on clinical organizations for non-compliance. This has 

permeated a culture of fear with medical providers as well as 

organizations – who silo their data in response. These ‘siloes’ 

make it difficult for any machine learning algorithm, even within 

a given healthcare system, to access patient data. It also makes 

data sharing across institutions a relatively difficult and long 

drawn effort. In the long run, this will ultimately lead to a 

relative disadvantage compared to societies where such data 

sharing is encouraged. Even in its current form, HIPAA allows 

for sharing data under associate agreements, and for direct 

sharing of anonymized data. If organizations and communities 

are able to enact frameworks for responsible data sharing that 

are deemed HIPAA-compliant, cross-institutional data sharing 

can become a norm - and the ultimate result will be improved 

healthcare for all individuals. Another potential approach is to 

update the legislation itself to explicitly allow for sharing data 

for purposes related to A.I. implementation in healthcare. 
Technical Challenges 

 Even if all the data were accessible, it would be difficult to 

seamlessly share all this data and train an algorithm on it. 

Medical data is heterogeneous, and each patient generates 

everything from physician notes to X-Rays to MRIs, often 

across multiple healthcare systems. This data is enormous in  

size, making training machine learning algorithms on the 

entirety of this data, a technical challenge. So far, the increase in 

the amount of data captured from patients has outpaced both 

improvements in hardware and in software.  Thus, technical 

challenges to the seamless mobility of data will only increase 

in the near future. This may necessitate the evolution of machine 

learning frameworks that are portable, a possibility that is 

already being explored by the machine learning community in 

work on federated learning (Yang, Liu et al., 2019; McMahan, 

Moore et al., 2017). 

 

Conclusion 

We conclude that sample bias, annotation bias and temporal 

bias pose important ethical considerations that must be 

addressed before the world dives headlong into implementing 

A.I.-enabled medicine. A potential approach to addressing some 

of these challenges is to implement frameworks for sharing data 

across institutions nationally, and possibly even internationally. 

However, data sharing must be implemented responsibly by 

ensuring that privacy is not violated, and that technical 

challenges do not stymie the derivative rewards. In this section 

we detail what such frameworks could look like and how one 

could go about implementing data sharing without completely 

sacrificing privacy. 

Data Anonymization and Sharing 
Anonymization of data prior to sharing is the simplest and most 

commonly used technique for data sharing in the current 

environment. For certain types of data, anonymization is 

possible. For example, laboratory reports can be anonymized by 

removing the name, address and medical record numbers of the 

associated patient. The remaining data cannot be traced back to 

the patient and can be safely shared across institutions. This is 

possible only because such reports are highly structured at any 

given healthcare facility and patient identifiers are stored in very 

specific places in these data. Removing these identifiers 

anonymizes the data. Similar types of structured data are found 

in other relatively narrow domains of healthcare such as 

radiology and pathology. In radiology, the DICOM (Larobina & 
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Murino, 2014) standard stores private health information (PHI) 

as a part of the image meta-data which can be easily removed 

for the radiological scans. Anonymization procedures could be 

established for these on a per institution basis – and such 

procedures could form the basis of anonymization software that 

enable data sharing in a seamless fashion across institutions, 

cities and nations without privacy compromises.   

 

While anonymizing and sharing in these narrow domains is 

relatively easy, it remains extremely difficult to automate the 

anonymization of the physician note, which is the most 

important and richest source of healthcare data. Machine 

learning has been applied to attempt anonymization of 

physician notes with less than impressive results. Unfortunately, 

sharing the physician note across institutions through 

anonymization will require human readers to go through each 

note and anonymize it. Alternately, physicians will need to write 

notes in a structured manner to enable easy anonymization. 

Both of these possibilities are difficult to implement in existing 

healthcare institutions where physicians are over-stretched, and 

budgets operate on razor thin margins. Nevertheless, creating a 

structured template for medical notes where PHI is restricted to 

one subsection would rapidly and easily facilitate research and 

data sharing, without placing the burden on the physician. In 

short, data anonymization can facilitate data sharing in narrow 

subdomains of healthcare where private health information is 

stored in a structured fashion. In other subdomains, it is 

necessary to define national and international standards for 

anonymization of data and create tools to adhere to these 

standards. Compliance to well-defined standards using tools 

created specifically for such compliance can make the sharing 

of data easier and ensure that such sharing does not violate 

privacy of individual patients. 
 

Cloud computing and AI. 
Is privacy breached if personal data is never read by another 

human, but only read by an algorithm? This question is 

relevant to the data sharing debate in healthcare and beyond. 

Healthcare institutions in particular have slowly started to 

move from local data archival to cloud-based data archival 

using established cloud computing vendors such as Amazon 

Web Services (AWS), Microsoft Azure and Google Cloud. As 

increasing numbers of healthcare providers make the switch, 

these vendors are likely to build up enormous repositories of 

private health information. Most of these vendors have 

substantial expertise in AI and machine learning as well and 

could design algorithms which train on data from multiple 

institutions. However, doing so without breaching individual 

level privacy will likely remain a challenge. Privacy is generally 

understood to be the condition of being free from being 

observed or disturbed by other humans. Does this extend to 

algorithms? This question should ultimately be addressed by 

philosophers and ethicists since it concerns the definition of 

privacy itself.                    
Emerging Technological solutions. 

Federated learning- (Yang, Liu et al, 2019), differential privacy- 

(Abadi et al., 2016) and homomorphic encryption-based 

machine learning (Aono, Hayashi et al., 2017) are three 

emerging technical paradigms that provide a solution to cross-

institutional data sharing. Each of these paradigms aims to share 

data without adversely affecting user privacy. Federated learning 

is a machine learning approach where machine learning models 

are trained on local batches, but gradient updates are shared 

centrally in a common model. Differential privacy espouses a 

class of approaches which ensures that the model is robust to a 

change in one sample of the training data. Lastly, homomorphic 

encryption-based machine learning allows for learning directly 

from encrypted data. Each of these paradigms is an active area  
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of work in the machine learning community: each of these 

approaches also comes at a cost. There is added complexity in 

training algorithms, and also the possibility that a simpler 

algorithm trained with data sharing outperforms algorithms 

designed within the aforementioned paradigms. In short, we 

conclude that establishing a clear legal framework to enable data 

sharing in an anonymous fashion, rethinking privacy in an 

algorithmic context, and developing machine learning 

algorithms that respect privacy while training by sharing 

digested data instead of raw data are all potential solutions to 

implement data sharing for machine learning in the modern 

healthcare setting. 
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